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The Mod 2 Anomaly

A single, quantum mechanical Majorana fermion, l, is inconsistent:

But there is no problem with two Majorana fermions, or a Dirac fermion:
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The Mod 2 Anomaly in Boundary Conditions

Consider a massive Majorana fermion c in d=1+1 dimensions in the presence 
of a boundary. We have two choices of boundary conditions:

Kitaev 2000; Dijkgraaf and Witten 2018 

Indeed, the dimension of the Hilbert space is counted by the path integral for a single

Majorana mode, with anti-periodic boundary conditions in the temporal direction. This

can be computed and is given by

ZMajorana = TrH(1) =
p
2 (1.1)

This reflects the fact that there is no way to consistently quantise a single Majorana

mode in d = 0 + 1 dimensions. This simple fact is the essence of the mod 2 anomaly,

and the telltale factor of
p
2 will be a recurring motif throughout this paper.

As described in [4], this same anomaly is lurking when we attempt to place fermions

in d = 1+1 dimensions on a manifold with boundary. (A beautifully clear explanation

of this from the continuum perspective can be found in the talk [5].) Consider a single,

massive Majorana fermion �, now in d = 1 + 1 dimensions. There are two possible

boundary conditions that one can impose, reflecting the left-moving fermion �L into

the right-moving fermion �R,

�L = ±�R (1.2)

Solving the Dirac equation, one finds that for one choice of sign there is a single Ma-

jorana zero mode localised on the boundary, while for the other there is not. The sign

choice that gives rise to the zero mode is therefore inconsistent. (Which boundary

condition su↵ers a zero mode depends on both the sign of the fermion mass, and the

orientation of the boundary.)

The anomaly manifests itself in a slightly di↵erent way when we consider a complex,

Dirac fermion  = �1 + i�2. There is no problem if we impose a boundary condition

that preserves the vector U(1)V symmetry,

V :  L =  R (1.3)

This translates to the same sign (1.2) on both �1 and �2. This means that, if  is

massive in the bulk, then there are either two boundary zero modes or none. Either

way, the system does not su↵er an anomaly.

In contrast, we could impose boundary conditions of the form

A :  L =  
†

R (1.4)

Such boundary conditions arise in wires attached to superconductors, where an incident

electron rebounds as a hole, a process known as Andreev reflection. If the bulk fermion
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One such choice has a localised zero mode; the other does not
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The choice with the zero mode has an anomalous boundary theory.



The Mod 2 Anomaly in Boundary Conditions

Consider a massive Dirac fermion,                 , with the following choices 
of boundary conditions:

Here there are either two zero modes or none.
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Here there is a single Majorana zero mode.

c.f. Andreev reflection

Note: The anomaly is independent of the mass. 



The Mod 2 Anomaly in Boundary Conditions

Ways to cancel the anomaly:

• Put the same boundary condition on each end of an interval
• But you can’t put different choices on different ends.

• Add an extra boundary Majorana mode in by hand.

• Anomaly inflow through the Arf SPT phase.

c.f. a beautiful D-brane story: Witten ‘18,  Kaidi, Parra-Martinez and Tachikawa, ‘19
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Chiral Boundary Conditions

Consider 2N massless Majorana fermions or, equivalently, N Dirac fermions  
in d=1+1 dimensions. 

Question:

Answer: 

• What symmetries can be preserved by boundary conditions?

• Any that don’t suffer a ‘t Hooft anomaly.

First, various GSO projections, which characterise the di↵erent types of string the-

ories, can be traced to the existence of Arf invariants on the string worldsheet. When

the dust settles, one finds familiar results, viewed through a new lens. The fact that

BPS D-branes in Type IIA string theory have odd worldvolume dimension, while those

in Type IIB have even worldvolume dimension can be traced to the Arf invariants on

the worldsheet, which put di↵erent restrictions on the number of worldsheet fermions

that obey the boundary conditions (1.3) and (1.4)

Furthermore, both Type IIA and Type IIB string theories are known to have non-

BPS D-branes whose worldvolume dimensions are the complement of the BPS D-branes.

To avoid the Z2 anomaly, the end point of the string must necessarily come with an

extra Majorana mode. This provides a unified explanation for a number of previously

observed properties of non-BPS D-branes, including the fact that their tension is a

factor of
p
2 larger than their BPS counterparts [22]. This

p
2 can be traced directly

to the partition function (1.1) of the excess Majorana mode.

1.2 Chiral Boundary Conditions

Our interest in this paper lies in boundary conditions for multiple massless fermions.

Here there are many more possibilities, ones that do not involve simple repetitions of

the boundary conditions (1.2), (1.3) and (1.4).

These novel boundary conditions can be distinguished by the symmetries that they

preserve. The two boundary conditions (1.3) and (1.4) preserve the U(1)V and U(1)A
symmetry of a single, massless Dirac fermion respectively. However, in general it is

possible to impose boundary conditions that preserve chiral symmetries, under which

the left- and right-moving fermions carry di↵erent charges. Indeed, there is a general

expectation that one can impose boundary conditions preserving any symmetry that

does not su↵er a ’t Hooft anomaly. (See, for example, [23, 24].)

For example, if we have N left-moving Weyl fermions in d = 1 + 1 with charges Qi

under a U(1) symmetry, and N right-moving fermions with charges Q̄i, then one can

impose boundary conditions that preserve the U(1) symmetry provided that

NX

i=1

Q
2
i =

NX

i=1

Q̄
2
i

which is the requirement that this symmetry does not su↵er a ’t Hooft anomaly.

– 5 –

e.g. a U(1) symmetry that acts on N Dirac fermions with charges obeying

right-moversleft-movers



Chiral Boundary States

In general, these boundary conditions cannot be implemented directly on 
the fermion fields. 

We could introduce new boundary degrees of freedom, but at low energies 
the relevant physics is captured by boundary state.

Open-closed string duality

Boundary conditions captured by states          and
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Chiral Boundary Conditions

We consider boundary conditions that preserve a U(1)N symmetry.

We will ask that the boundary preserves a subgroup

U(1)N ⇢ U(1)NL ⇥ U(1)NR ⇢ SO(2N)L ⇥ SO(2N)R (2.1)

The left-moving and right-moving fermions are assigned charges Q↵i and Q̄↵i respec-

tively, where i = 1, . . . , N labels the species of complex fermion, while ↵ = 1, . . . , N

labels the U(1) symmetry group. The simple linear boundary conditions described

above arise, for example, if Q = ±Q̄. Our interest in this paper lies in the more inter-

esting boundary conditions in which the left- and right-moving fermions carry di↵erent

charges. These are chiral boundary conditions.

It is not true that any choice of U(1)N symmetry can be preserved by the boundary.

Only those symmetries that do not su↵er a ’t Hooft anomaly give suitable boundary

conditions. (See, for example, [23, 24].) This means that the charge matrices necessarily

obey the condition

Q↵iQ�i = Q̄↵iQ̄�i (2.2)

We will need a few further objects constructed from these charges. First, we introduce

Rij = (Q̄�1)i↵Q↵j

This rational, orthogonal matrix will be su�cient to encode the charges preserved by

the boundary. The boundary condition (1.3) in which each left-moving fermion is

reflected into a right-mover corresponds to R = 1. Imposing Andreev reflection (1.4)

on each fermion corresponds to R = �1.

We also associate a charge lattice ⇤[R] ✓ ZN to our choice of boundary condition.

This is defined by

⇤[R] =
n
� 2 ZN : R� 2 ZN

o
(2.3)

In words: the lattice ⇤[R] consists of all integer-valued vectors � 2 ZN which remain in

ZN when rotated by the rational matrix R. As we’ll see, this lattice plays an important

role in our story.

For both standard and Andreev boundary conditions, this lattice is simply ⇤[R =

±1] = ZN . For chiral boundary conditions, the lattice is more interesting.

2.1 Constructing Boundary States

We wish to construct boundary conditions that preserve a chiral U(1)N symmetry. The

key idea is due to Cardy [25]: using modular invariance, the boundary conditions at

the end of an interval are mapped into a state in the Hilbert space of the theory defined

on a spatial circle. This state is called the boundary state.
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Boundary Conformal Field Theory

The more interesting boundary conditions typically require the introduction of some

boundary degrees of freedom. However, at suitably low energies the resulting physics is

elegantly captured in the framework of boundary conformal field theory. In particular,

in d = 1+1 dimensions, the boundary condition can be described by a boundary state,

first introduced by Cardy [17], with the remnant of the boundary degrees of freedom

encoded in the boundary central charge [18]. The application of boundary conformal

field theory to SPT phases was initiated in [7, 8].

In this paper, we study a large class of conformal boundary states that imposed on 2N

Majorana fermions in d = 1+1 dimensions. In the absence of a boundary, the Majorana

fermions enjoy an SO(2N)L ⇥ SO(2N)R chiral symmetry1, together with the Z2 ⇥ Z2

chiral fermion number symmetry. We restrict ourselves to boundary states that preserve

an anomaly-free U(1)N subgroup of the maximal torus of SO(2N)L ⇥ SO(2N)R.

Specifically, we pair the fermions into N Dirac spinors. We assign integer-valued

charges Qi↵ to the left-moving Weyl fermions, and charges Q̄i↵ to the right-moving

Weyl fermions, where i = 1, . . . , N labels the fermion, and ↵ = 1, . . . , N labels the

U(1) symmetry. This choice of U(1)N symmetry is non-anomalous provided

NX

i=1

Q↵iQ�i =
NX

i=1

Q̄↵iQ̄�i

It is straightforward to construct boundary states preserving such a chiral symmetry.

Each examples include [19, 20]. A number of properties of the general class of states

have been explored in [21, 22].

The main question that we would like to answer in this paper is:

• For what choices of Q and Q̄ is the chiral Z2 ⇥ Z2 symmetry restored?

Along the way, we found it useful to also address a related question.

• For what choices of Q and Q̄ is there an enhancement to a non-Abelian subgroup

of SO(2N)L ⇥ SO(2N)R?

Thus, the purpose of this paper is to describe the full symmetry preserved by a boundary

state, characterised by the chiral charges Q and Q̄.

1
The symmetry is, in fact O(N)L ⇥O(N)R. The extra elements flip the sign of a single Majorana

fermion, and should not be confused with the Z2⇥Z2 chiral fermion parity that is our primary interest.
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above arise, for example, if Q = ±Q̄. Our interest in this paper lies in the more inter-

esting boundary conditions in which the left- and right-moving fermions carry di↵erent
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We will need a few further objects constructed from these charges. First, we introduce

Rij = (Q̄�1)i↵Q↵j

This rational, orthogonal matrix will be su�cient to encode the charges preserved by

the boundary. The boundary condition (1.3) in which each left-moving fermion is

reflected into a right-mover corresponds to R = 1. Imposing Andreev reflection (1.4)

on each fermion corresponds to R = �1.

We also associate a charge lattice ⇤[R] ✓ ZN to our choice of boundary condition.

This is defined by

⇤[R] =
n
� 2 ZN : R� 2 ZN

o
(2.3)

In words: the lattice ⇤[R] consists of all integer-valued vectors � 2 ZN which remain in

ZN when rotated by the rational matrix R. As we’ll see, this lattice plays an important

role in our story.

For both standard and Andreev boundary conditions, this lattice is simply ⇤[R =

±1] = ZN . For chiral boundary conditions, the lattice is more interesting.

2.1 Constructing Boundary States

We wish to construct boundary conditions that preserve a chiral U(1)N symmetry. The

key idea is due to Cardy [25]: using modular invariance, the boundary conditions at

the end of an interval are mapped into a state in the Hilbert space of the theory defined

on a spatial circle. This state is called the boundary state.
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It turns out that the boundary state is specified by a rational, orthogonal matrix

All our results are expressed in terms of the following charge lattice
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p
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|�, �̄i

gR =

r
N

2

N = 4k
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A Quick Look at the Boundary State

To this end, we start by working with the theory on a spatial circle. There is a non-

chiral u(1)N current algebra, with both holomorphic currents Ji and anti-holomorphic

currents J̄i, acting in the obvious way on theN left- and right-moving complex fermions.

These are not the currents that we wish to preserve. Instead, the chiral currents are

defined by

J↵ = Q↵iJi and J̄↵ = Q̄↵iJ̄i (2.4)

The boundary state |Ri is defined by the property that no current flows into the

boundary. The Sugawara construction then ensures that no energy flows into the

boundary either. In terms of the mode expansion of the currents (labelled by n 2 Z),
this condition reads

(J↵,n + J̄↵,�n)|Ri = 0 ) (RijJj,n + J̄i,n)|Ri = 0 (2.5)

It is not hard to show that solutions to this condition exist if and only if the anomaly

constraint (2.2) is satisfied.

The solutions are given in terms of Ishibashi states [34]. To define these, first recall the

the Hilbert space decomposes into charge sectors under the current algebra generated

by Ji and J̄i. In each sector, labelled by its charges (�i, �̄i) 2 Z, the ground state obeys

Ji,0|�, �̄i = �i|�, �̄i and J̄i,0|�, �̄i = �̄i|�, �̄i (2.6)

These ground states are annihilated by the positive modes, so Ji,n|�, �̄i = Ji,n|�, �̄i = 0

for n � 1. Excitations above the ground state are then generated by the negative

modes, Ji,�n and J̄i,�n for n � 1.

The condition (2.5) must be solved separately in each charge sector. Acting on the

ground states, we have

Rij�j + �̄i = 0 (2.7)

The charge sectors �i that obey this equation for some choice of �̄i are precisely those

that live in the charge lattice ⇤[R] defined in (2.3). Only these charge sectors arise in

the boundary state |Ri.

In charge sector � 2 ⇤[R], we can construct the Ishibashi state as the usual coherent

sum over excitations [34]. We take �̄ = �R�, to obey (2.7) and write

k�, �̄ii = exp

 
�

1X

n=1

1

n
RijJ̄i,�nJj,�n

!
|�, �̄i
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The boundary state |Ri that we’re looking for is then a suitable sum over the Ishibashi

states k�, �̄ii with � 2 ⇤[R]. The coe�cients of this sum are fixed by the Cardy-

Lewellen sewing conditions [37, 38]. The final result for the boundary state is given

by

|✓;Ri = gR

X

�2⇤[R]

e
i�R(�)

e
i✓·�k�, �̄ = �R�ii (2.8)

There are a number of new ingredients in this expression. The least important is the

phase e
i�R(�). An expression for this phase can be found in Appendix B of [33], but it

will not play a role in what follows.

More interesting is the phase factor ei✓·�. This arises because there is not a unique

solution to the sewing conditions. This means that, for each R, we have a manifold of

possible boundary states parameterised by N phases ✓i.

These phases arise even for the simplest boundary conditions, where the reflection of a

single left-moving fermion into a right-moving fermion can, in general, be implemented

by the boundary condition  L = e
i✓
 R. The N phases ✓i that appear in the boundary

state (2.8) are generalisation to multiple fermions with a chiral boundary condition R.

The Central Charge

The most important new element in (2.8) is the normalisation factor gR. This is

determined by insisting that the overlap between any two boundary states can be

interpreted, using modular invariance, as the partition function of a sensible theory on

the interval. (There is an important caveat in this statement regarding the possible

existence of Majorana zero modes; this will be discussed further in Section 4.1.) In

[33], we showed that this normalisation factor is given by

gR =
p
Vol(⇤[R]) (2.9)

Here Vol(⇤[R]) is the volume of the primitive unit cell of the lattice ⇤. This result was

previously derived in a somewhat di↵erent context in [36].

The normalisation factor is important because it coincides with the A✏eck-Ludwig

central charge, defined by

gR = h0, 0 | ✓;Ri

Hence, gR should be thought of as a count of the number of boundary degrees of

freedom. This number must strictly decrease in any boundary RG flow.
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with the Ishibashi states given by

ground states labelled by left and right-moving charges
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e.g. The trivial boundary conditions, corresponding to R = ±1 (or, indeed, to any

diagonal R with entries ±1.) has gR = 1. This is the smallest value of the central

charge. Any chiral boundary conditions necessarily has gR > 1. Each such boundary

condition will have a number of relevant operators which induce RG flows. The rest of

this paper is concerned with understanding these operators and flows.

2.2 Some Examples

With N = 2 Dirac fermions, there is a rather simple classification of boundary states.

A large class of these arise from taking co-prime integers (p, q) with one odd, one even,

and setting

Q↵i =

✓
p q

�q p

◆
, Q̄↵i =

✓
p �q

q p

◆
) Rij =

1

c

✓
a b

�b a

◆
(2.10)

Here a, b and c form a Pythogorean triple a2+b
2 = c

2 with the Euclid parameterisation

a = p
2 � q

2
, b = 2pq , c = p

2 + q
2

The boundary central charge of these states is simply gR =
p
c.

The state (2.10) always lies in the vector class of boundary conditions [33]. However,

for any choice of central charge, it is not hard to find states that lie in either class. For

example, after the trivial states, the simplest states have gR =
p
5. If we take p = 2

and q = 1, we get a vector-like boundary state with

Rij =
1

5

✓
3 4

�4 3

◆

However, flipping the sign of a single row, we get an axial-like boundary state with

Rij =
1

5

✓
3 4

4 �3

◆

As we proceed, many of the key ideas will be illustrated by this gR =
p
5 state. For

now, there are a couple of points worth highlighting.

First, the fact that sign-flipping a row or column of R changes the topological class

is a property of all boundary states. Meanwhile, permuting rows or columns leaves the

class unchanged. In general, one can transform R ! PRRPL where PL and PR are

signed permutation matrices. This transformation corresponds to acting with a Weyl

group element (WL,WR) 2 O(2N)L ⇥ O(2N)R on the boundary state; the class then

changes if det(WL) det(WR) = �1, while gR always stays the same. This illustrates the

fact that, for any given choice of gR, there are boundary states that lie in both classes.
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�̂+
1

2ĝ2
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h ! �h
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Majorana = Tr(1) = 2

ZMajorana =
p
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� =
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�R

!
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R
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2ĝ2

[µ] = 3

SU(2)R ⇥ SU(2)I �! U(1)R ⇥ U(1)I

6F = 12h�2
+ 8�3 � 2h3

h ! �h

{�i,�j} = �ij

ZDirac = Z2
Majorana = Tr(1) = 2

ZMajorana =
p
2

� =

 
�L

�R

!
= exp (⌥mx)�(0)

 L =  R

O(2N)L ⇥O(2N)R ⇥ (�1)
L ⇥ (�1)

R

|Ai |Bi

a2 + b2 = c2 + 0

gR =
p
c

15

(*This same formula arose as the tension of a D-brane in Bachas, Brunner and Roggenkamp ‘12.) 



To Which Z2 SPT Phase Does Each State Belong?

One might think that the infra-red central charge is, following (2.9),

gnaive =
p

Vol(⇤[RIR]) (4.3)

And, for some of the RG flows, where no subtleties arise, this indeed the correct answer.

However, it is not true in general. There are two rather interesting e↵ects that may

occur, both of which leave us with an infra-red central charge larger than (4.3). First,

certain RG flows necessarily result in a Majorana zero mode stuck on the boundary.

This phenomenon, which is explained in Section 4.1, increases the normalisation of the

boundary state and its central charge by a factor of
p
2. Secondly, some RG flows

result in a superposition of primitive boundary states, and larger central charge. This

phenomenon is explained in 4.2.

Furthermore, we will see that the infra-red central always obeys the g-theorem, which

states that the boundary central charge must always decrease [1–3]. This fact arises in

a mathematically non-trivial manner for our boundary states, and presents a stringent

test of the assumption a full U(1)N symmetry emerges in the infra-red.

4.1 Majorana Zero Modes

As we explained in the introduction, boundary conditions fall into two distinct topo-

logical classes, characterised by a mod 2 anomaly. One might have thought that RG

flows would remain within a given class. However, as we now describe, our conjecture

(4.2) does not have this property. It is not di�cult to find RG flows that go from

one class to another, and we present examples below. We will explain why this is not

problematic.

First, we review the result of [33] that determines the topological class in which a

given boundary state, labelled by R, sits. Given a CFT on an interval, we can impose

di↵erent boundary conditions R and R0 on either end. In [33], we derived a simple

formula for the number of ground states G[R,R0] of this system:

G[R,R0] =

p
Vol(⇤[R]) Vol(⇤[R0])

Vol(⇤[R,R0])

p
det0(1�RTR0) (4.4)

Here the intersection lattice ⇤[R,R0] is defined to be those integer vectors � for which

R� = R0
� 2 ZN . The notation det0 denotes the product over non-vanishing eigenvalues.

The ground state degeneracy has an interesting property. If the two boundary states

R and R0 lie in the same class (i.e. either both vector, or both axial) then the number

of ground states is integer as expected

G[R,R0] 2 Z
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It can be shown that,

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
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Z if same class

p
2Z if di↵erent class
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Flows Between Boundary States



Boundary RG Flows

The d=0+1 boundary behaves, in many ways, like any other QFT.  Boundary 
operators are classified as:

• Irrelevant
• Marginal            moves among different boundary conditions. 
• Relevant            induces an RG flow to a new boundary condition.

The g-theorem: the boundary central charge decreases under RG.

Affleck and Ludwig ’91, Friedan and Konechny ‘03, Casini, Landea and Torroba ‘16 



Relevant Operators

We can use the state-operator map to determine the boundary operators. 
They are labelled by:

Upon doing the integral, we have

ZAB(q;µ) =
X

⇢2⇤[R;�✓]?

e
iµTQ⇢ q

⇢2/2

⌘(⌧)N
(3.4)

The di↵erence from our previous result (3.2) lies in both the explicit µ dependent factor

e
iµ↵Q↵i⇢i , and in the sum which now runs over the shifted dual lattice

⇤[R;�✓]? := ⇤[R]? +
✓
0 � ✓ + ⇡

2⇡

The highest weight states are labelled by vectors ⇢ 2 ⇤[R;�✓]?. From (3.4), we can

read o↵ their charges

Q↵ = Q↵i⇢i (3.5)

and energy

L0 =
1

2
⇢
2 =

1

2
Q↵ M�1

↵� Q� (3.6)

where we have introduced the matrix M↵� = Q↵iQ�i = Q̄↵iQ̄�i. This latter equality,

relating the charges to the energy, is consistent with the Sugawara construction.

3.2 Boundary Operators

The state-operator map means that the partition function also contains information

about the spectrum of boundary operators. To extract this information, we set ✓ = ✓
0

and drop the contribution of ⇡ from the (�1)F factor. The boundary operators are then

labelled by ⇢ 2 ⇤[R]?. Like the states, the operators have charges Q↵ and dimension

L0, again given by (3.5) and (3.6).

Boundary operators also come in one of two classes: they are fermionic or bosonic.

This fermion parity will play a key role in Section 4 where we discuss RG flows initiated

by such operators. We pause here to discuss how to classify operators. As we now

explain, it is possible to assign a fermion parity to the lattice vectors ⇢ 2 ⇤[R]?.

First, recall that by definition, under a U(1)NL ⇥ U(1)NR transformation

(eiµ↵Q↵i , e
iµ↵Q̄↵i)

belonging to the preserved U(1)N subgroup, the boundary operator labelled by ⇢ picks

up a phase e
iµ↵Q↵ = e

iµ↵Q↵i⇢i . Importantly, the bulk fermion parity operator (�1)F+F̄
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If you turn on a relevant operator, where do you flow?
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This breaks the symmetry:

Assumption:

At the end of the RG flow, we restore a (typically different) U(1)N symmetry 

We turn on a relevant boundary operator, labelled by 

4 RG Flows: Statements

We now turn to the main results of this paper. We will follow the RG flow between

di↵erent boundary states.

We start with a given UV boundary state, preserving the U(1)N symmetry charac-

terised by the charge matrix RUV . As we have seen, relevant boundary operators are

labelled by a vector ⇢ 2 ⇤[RUV ]? and carry charge

Q↵ = Q↵i⇢i

We turn on a single, relevant, bosonic boundary operator of definite charge to initiate

an RG flow. Along the flow, the symmetry is broken to

U(1)N ! U(1)N�1

In what follows, we make the following, important assumption: At the end of the flow,

an emergent U(1)N symmetry is again restored. This means that, in the infra-red, the

physics is again described by a boundary state of the form (2.8), now with a di↵erent

charge matrix RIR.

There is, in fact, a unique choice for RIR for each relevant operator labelled by ⇢.

This follows because of the U(1)N�1 symmetry that exists along the RG flow. This

symmetry must be preserved by the IR boundary state, a condition which translates

into the simple requirement that

RIR = RUV

���
⇢?

(4.1)

or in other words, that the two matrices must agree on the orthogonal complement of ⇢.

But for orthogonal matrices, this condition is highly constraining. In particular, there

are only two options for RIR. One is RUV itself, but this is quickly ruled out by the

fact that gIR = gUV , in contravention of the g-theorem which states that the central

charge must strictly decrease under relevant perturbations. This only leaves the second

option, which is that the matrices di↵er by a reflection along the vector ⇢:

(RIR)ik = (RUV )ij

✓
�jk �

2

⇢2
⇢j⇢k

◆
(4.2)

The second factor is the matrix implementing the reflection along ⇢.
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Assuming that we land among our general class of boundary states, there is a unique
candidate:

One might naively think that the IR central charge is 
One might think that the infra-red central charge is, following (2.9),

gnaive =
p

Vol(⇤[RIR]) (4.3)

And, for some of the RG flows, where no subtleties arise, this indeed the correct answer.

However, it is not true in general. There are two rather interesting e↵ects that may

occur, both of which leave us with an infra-red central charge larger than (4.3). First,

certain RG flows necessarily result in a Majorana zero mode stuck on the boundary.

This phenomenon, which is explained in Section 4.1, increases the normalisation of the

boundary state and its central charge by a factor of
p
2. Secondly, some RG flows

result in a superposition of primitive boundary states, and larger central charge. This

phenomenon is explained in 4.2.

Furthermore, we will see that the infra-red central always obeys the g-theorem, which

states that the boundary central charge must always decrease [1–3]. This fact arises in

a mathematically non-trivial manner for our boundary states, and presents a stringent

test of the assumption a full U(1)N symmetry emerges in the infra-red.

4.1 Majorana Zero Modes

As we explained in the introduction, boundary conditions fall into two distinct topo-

logical classes, characterised by a mod 2 anomaly. One might have thought that RG

flows would remain within a given class. However, as we now describe, our conjecture

(4.2) does not have this property. It is not di�cult to find RG flows that go from

one class to another, and we present examples below. We will explain why this is not

problematic.

First, we review the result of [33] that determines the topological class in which a

given boundary state, labelled by R, sits. Given a CFT on an interval, we can impose

di↵erent boundary conditions R and R0 on either end. In [33], we derived a simple

formula for the number of ground states G[R,R0] of this system:

G[R,R0] =

p
Vol(⇤[R]) Vol(⇤[R0])

Vol(⇤[R,R0])

p
det0(1�RTR0) (4.4)

Here the intersection lattice ⇤[R,R0] is defined to be those integer vectors � for which

R� = R0
� 2 ZN . The notation det0 denotes the product over non-vanishing eigenvalues.

The ground state degeneracy has an interesting property. If the two boundary states

R and R0 lie in the same class (i.e. either both vector, or both axial) then the number

of ground states is integer as expected

G[R,R0] 2 Z
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…but this is too quick.



Boundary RG Flows

There are a number of subtleties that we must address:

1. The RG flow can move us from one SPT phase to the other! This is only consistent if 
the IR boundary state is accompanied by an extra Majorana mode. This increases 
the central charge by       . 

2. We could start with an extra Majorana mode and use it to dress a fermionic operator 
to initiate an RG flow.

3. The RG flow may preserve a discrete symmetry

Typically the IR boundary state does not. We must then sum over the  images. This again 
increases the central charge. 

4.2 Non-Primitive Boundary States

We now turn to the second subtlety in the RG flows. We have seen that turning on a

single, relevant operator in the UV breaks U(1)N ! U(1)N�1. However, this is not the

full story. There is also a remnant discrete symmetry, so that

U(1)N ! U(1)N�1 ⇥ Zn

Here, the integer n is the same one introduced in (4.6), which measures the failure of

⇢ to be a primitive vector.

This discrete symmetry Zn is preserved along the RG flow. However, one finds that

the näıve IR boundary state is not invariant under the full Zn symmetry. To rectify

this, the infra-red boundary state must be a linear sum of states of the form (2.8) such

that the overall sum is Zn invariant. The di↵erent states in this sum have the same

RIR charge matrix, but di↵er in their theta angles. This then shows up in the infra-red

central charge, with each state in the sum contributing a factor of
p
Vol(⇤[RIR]). We’ll

discuss this further in Section 4.3.

To put some flesh on these ideas, we will need to understand how the Zn symmetry

acts on our candidate infra-red boundary state (2.8),

|✓;RIRi = gR

X

�2⇤[RIR]

e
i�(�)

e
i✓·�k�,�RIR� ii (4.8)

Under a transformation by k 2 Zn, the sole e↵ect on the infra-red boundary state is is

to shift the theta angles ✓i by

✓

2⇡
7! ✓

2⇡
+

2k

⇢2
⇢

The unbroken subgroup of Zn will consist of those k for which this shift has no e↵ect

on the boundary state. To determine when this is the case, we note that the theta

angles in (4.8) appear in the phase e
i✓·�, which means that ✓/2⇡ is naturally defined

mod ⇤[RIR]?. Therefore, the above shift is trivial whenever (2k/⇢2)⇢ 2 ⇤[RIR]?. We

introduce the integer m � 1, defined as the least integer such that

2m

⇢2
⇢ 2 ⇤[RIR]

? (4.9)

Then m divides n, and in the infra-red, the Zn symmetry is spontaneously broken by

the boundary state (4.8) to

Zn ! Zn/m (4.10)
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a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

16



Boundary RG Flows

Once these subtleties are taken into account, we find the following simple result:
We perturb by an operator       . Then the infra-red central charge is

The ratio of IR to UV central charge is now

gIR

gUV
=

p
2⇥ n

2

s
Vol(⇤IR)

Vol(⇤UV )
=

p
⇢2/2

• Fermionic flows

Finally, if we start in the UV with an extra Majorana mode then we can perturb

by a fermionic operator with charge ⇢ = n⇢̂ with ⇢̂ fermionic and n odd. The

discrete symmetry breaking is Zn ! 1. We also know that the flow flips the SPT

class, since ⇢̂ is fermionic. The flow of boundary states is now

p
2 |✓;RUV i !

n�1X

k=0

|✓ + 2k
⇢2 ⇢;RIRi

and the ratio of IR to UV central charges is

gIR

gUV
=

1p
2
⇥ n

s
Vol(⇤IR)

Vol(⇤UV )
=

p
⇢2/2

The central charge relation

Importantly, we find the same ratio of central charges for each of the three types of RG

flows described above. Moreover, we recognise L0 = ⇢
2
/2 as the dimension of the UV

operator O that initiates the RG flow. We learn that

gIR = gUV

p
dimO

This is the formula (1.5) advertised in the introduction. Since the UV operator is

necessarily relevant, we have ⇢
2
< 2. This ensures that gIR < gUV , and the g-theorem

is obeyed.

More General RG Flows

In our discussion above, we have restricted attention to RG flows initiated by operators

with a definite charge under U(1)N . This ensures that the original symmetry is broken

to U(1)N�1, which allowed us to identify the infra-red state (4.2).

More generally, we could deform by turning on superpositions of such operators

with di↵erent ⇢. The resulting RG flows can be understood by following first one

deformation, then the other. For certain UV boundary states, we can reach IR states

this way which cannot be reached by turning on one operator alone.
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a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

O
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Note: this immediately satisfies the g-theorem.



The Z8 Classification of d=2+1 SPT Phases



The View from the Edge

We could also view our d=1+1 fermions as the edge of a d=2+1 SPT phase.

There is a Z8 classification which means that 8 Majorana fermions in d=1+1 can 
be gapped preserving, chiral fermion parity                          .

This, in turn, means that it should be possible to construct a boundary condition 
for 8 Majorana fermions preserving                          .

The simplest such boundary state was constructed by Maldacena and Ludwig in 
1995, and, in addition, preserves an SO(8) symmetry: 

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

(�1)
L
⇥ (�1)

R

O

16

Fidkowski and Kitaev ‘09, Ryu and Zhang ‘12, Qi ‘12 

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

(�1)
L
⇥ (�1)

R

O

16

(and recognized as such by Cho, Shiozaki, Ryu and Ludwig ‘16)

Secondly, a number of di↵erent charges Q and Q̄ share the same boundary state,

characterised by R. For example, we could also take

Q↵i =

✓
3 4

�4 3

◆
, Q̄↵i =

✓
5 0

0 5

◆
) Rij =

1

5

✓
3 4

�4 3

◆

In contrast to the charge matrices in (2.10), here the U(1)2 symmetry does not act

faithfully on the bulk fermions. The fermions are untouched by a discrete Z5 which

acts on the left-movers as  i ! e
i�↵Q↵i i and on the right-movers as  ̄i ! e

i�↵Q̄↵i ̄i,

with � = (2⇡5 ,
4⇡
5 ).

In what follows, the key physics will depend only on R; for example, the collection of

relevant boundary operators and their dimensions depend only on R. Nonetheless, we

will see that the charges of these operators are inherited from Q and Q̄ and so require

extra information beyond a knowledge of R.

Another Example: the Maldacena-Ludwig state

Our second example involves N = 4 Dirac fermions. The boundary conditions are,

perhaps, most simply described by requiring an SU(4) ⇥ U(1) global symmetry un-

der which the left-movers transform in the 4+1 representation, while the right-movers

transform as 4�1. There is no linear boundary condition on the fermions that reflects

one into another, a fact first noted in the context of monopole physics [39, 40]. Instead,

the boundary condition is implemented by the boundary state with

Q↵i =

0

BBB@

+ + + +

+ �
+ �

+ �

1

CCCA
, Q̄↵i =

0

BBB@

� � � �
+ �

+ �
+ �

1

CCCA
) Rij = �ij �

1

2
(2.11)

This boundary state was previously introduced by Maldacena and Ludwig [32]. It

manifestly implements the symmetry of the Cartan subalgebra U(1)4 ⇢ SU(4)⇥U(1).

Less manifestly, it also preserves the full SU(4) ⇥ U(1). Remarkably, in this special

four-fermion case, it preserves yet a larger SO(8)/Z2 symmetry group, whose existence

can be traced to triality. This state has boundary central charge gR =
p
2. Once again,

by acting with Weyl group transformations we have such states of either Z2 SPT class.

The Maldacena-Ludwig state also has a somewhat di↵erent avatar: it is the state

that implements the Fidkowski-Kitaev gapped phase of 8 Majorana fermions, an inter-

pretation that was first made in [26].

– 13 –



The Z8 Classification

Which of our boundary states preserve                           ? 

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

(�1)
L
⇥ (�1)

R

O

16

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

(�1)
L
⇥ (�1)

R

O

(�1)
L
|�, �̄i = (�1)

�
2
|�, �̄i

(�1)
R
|�, �̄i = (�1)

�̄
2
|�, �̄i

16

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

(�1)
L
⇥ (�1)

R

O

(�1)
L
|�, �̄i = (�1)

�
2
|�, �̄i

(�1)
R
|�, �̄i = (�1)

�̄
2
|�, �̄i

16

Can show:

i.e. preservation if the lattice            is even

3.2 The Z2 ⇥ Z2 symmetry

From now on, we specialise to the Z2 ⇥ Z2 symmetry. As we already have seen, the

condition for this to be preserved is

8� 2 ⇤[R] �2 = 0 mod 2

Here, we will use the results of the previous section to show that this is equivalent to

either of the following two stronger statements:

9v 2 ⇤[R] s.t.
vi = 1 mod 2

(Rv)i = 0 mod 2

and

9w 2 ⇤[R] s.t.
wi = 0 mod 2

(Rw)i = 1 mod 2

These are respectively the statements that (�1)F and (�1)F̄ lie within the U(1)NR group.

Indeed, given a solution to the first condition, the U(1)NR symmetry transformation with

parameter x = v
2 has the same e↵ect as (�1)F .

The equivalence of these statements is simply a consequence of the previous sec-

tion applied to the discrete symmetries (�1)F and (�1)F̄ , together with the fact that

whenever the Z2 ⇥ Z2 symmetry is preserved, both of (�1)F and (�1)F̄ are separately

preserved. This follows because any conformal boundary state preserves the vector-like

(�1)F+F̄ , as this is part of the conformal group.

Recovering the Z8 index

Using the first of the conditions above, we can easily show that a boundary state

preserving Z2 ⇥ Z2 can only exist when the number of Dirac fermions N is a multiple

of 4. Since each Dirac fermion comprises two Majorana fermions, we recover the result

stated in the introduction that the number of Majorana fermions must be a multiple

of 8.

For the proof, we need only to examine the length-squared of v. SinceR is orthogonal,

we have

v2 = (Rv)2

– 18 –

Claim: This can only happen if the lattice has dimension 

Claim: The stable boundary state with this property has 

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

(�1)
L
⇥ (�1)

R

O

(�1)
L
|�, �̄i = (�1)

�
2
|�, �̄i

(�1)
R
|�, �̄i = (�1)

�̄
2
|�, �̄i

gR =

r
N

2

16

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

(�1)
L
⇥ (�1)

R

O

(�1)
L
|�, �̄i = (�1)

�
2
|�, �̄i

(�1)
R
|�, �̄i = (�1)

�̄
2
|�, �̄i

gR =

r
N

2

N = 4k

16



An Open Question



‘t Hooft Lines in Chiral Gauge Theories

• ‘t Hooft lines in d=3+1 are defined by boundary conditions for fields

• Decompose fermions in angular momentum modes to reduce to d=1+1 

• The lowest angular momentum modes of chiral fermions require chiral 
boundary conditions

Affleck and Sagi ‘93; Maldacena and Ludwig ‘95

Callan ’83, Polchinski ‘84 



‘t Hooft Lines in Chiral Gauge Theories

e.g. U(1) gauge theory with Weyl fermions with charges 1, 5, -7, -8, 9

chiral boundary conditions preserving                                   with

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

(�1)
L
⇥ (�1)

R

O

(�1)
L
|�, �̄i = (�1)

�
2
|�, �̄i

(�1)
R
|�, �̄i = (�1)

�̄
2
|�, �̄i

gR =

r
N

2

N = 4k

⇤[R] =

n
� 2 ZN

: R� 2 ZN

o
= ZN

\R
�1ZN

SU(2)rot ⇥ U(1)

16

Left movers: 

Right movers: 

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

(�1)
L
⇥ (�1)

R

O

(�1)
L
|�, �̄i = (�1)

�
2
|�, �̄i

(�1)
R
|�, �̄i = (�1)

�̄
2
|�, �̄i

gR =

r
N

2

N = 4k

⇤[R] =

n
� 2 ZN

: R� 2 ZN

o
= ZN

\R
�1ZN

SU(2)rot ⇥ U(1)

11, 55, 99

77, 88

16

a2 + b2 = c2 + 0

gR =
p
c

G[R,R0
] 2

(
Z if same class

p
2Z if di↵erent class

p
2

(�1)
L
⇥ (�1)

R

O

(�1)
L
|�, �̄i = (�1)

�
2
|�, �̄i

(�1)
R
|�, �̄i = (�1)

�̄
2
|�, �̄i

gR =

r
N

2

N = 4k

⇤[R] =

n
� 2 ZN

: R� 2 ZN

o
= ZN

\R
�1ZN

SU(2)rot ⇥ U(1)

11, 55, 99

77, 88

16 Boundary state unknown!
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