
Emergence of kinetic terms in String Theory

Strings 2024 (CERN)
June 2024

Eran Palti

w/ Jarod Hattab

2312.15440 (JHEP 03 065)
2404.05176



Central Swampland constraints relate kinetic terms to towers of states
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Emergence Proposal: Swampland conjectures are manifestations of 
emergent kinetic terms for fields
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[Ooguri, Vafa ’06] + …

[Arkani-Hamed, Motl, Nicolis, Vafa ‘06] + …

[Harlow ’16; Heidenreich, Reece, Rudelius ’17+’18; Grimm, EP, Valenzuela ’18; EP ‘19]

[Basile, Blumenhagen, Calderón-Infante, Castellano, Cribiori, Corvilian, Cota, Delgado, EP, Grimm, Gligovic, Herraez, Heidenreich, Ibanez, Lee, 
Lerche, Li, Marchesano, Melotti, Mininno, Paraskevopoulou, Paoloni, Reece, Rudelius, Ruiz, Uranga, Valenzuela, Weigand, Wiesner, + …]

Weak Gravity Conjecture (magnetic)

Distance Conjecture



A good toy model of such a connection to keep in mind is the ℂℙ&model
[Harlow ’16]

In the ultraviolet we have 𝑁 scalars 𝑧'  with Lagrangian :

Integrating out the massive degrees of freedom leads, in the infrared, to 
emergent dynamics for the field

5.1 A toy model for emergent gauge fields

In order to first gain some intuition for emergent fields it is useful to consider a toy model. We
will consider the so-called CPN�1-model of complex scalar fields, see for example [339–341]. The
idea that such a toy model could be related to the Weak Gravity Conjecture was first proposed
in [74], and see [35] for a detailed review of this. The theory is often studied in two dimensions,
where it is conformal in the ultraviolet. We will consider a four-dimensional version, which then
has to have a cuto↵ ⇤CP (for example by a lattice regularization as is often utilized in this
context). As discussed in [74], the part of interest for us of the analysis of the two-dimensional
model then follows through for four dimensions with relatively minor modifications. The model
consists of N complex scalar fields zi which satisfy a constraint

X

i

z⇤i zi = 1 . (5.1)

They have the Lagrangian

L = �N

c2
(Dµzi)

⇤ �Dµzi
�
. (5.2)

Here the index on the zi is raised and lowered with a delta function, so is just used to denote
sums. The parameter c is introduced which acts as a type of coupling constant for the theory.
The covariant derivative takes the form

Dµ = @µ � iAµ , (5.3)

where

Aµ ⌘ 1

2iN

�
z⇤i @µz

i � zi@µz
⇤
i

�
. (5.4)

So the gauge field Aµ is not actually a dynamical fields in this theory. One can either just
consider the theory in terms of scalars zi, or write it in terms of a non-dynamical Aµ whose
equations of motion are algebraic and lead to its definition (5.4). Although there is no dynamical
gauge field, the theory does have a gauge symmetry

zi ! ei↵(x
µ
)zi , (5.5)

under which Aµ transforms as a gauge field would, thereby ensuring the gauge invariance of the
theory. Similarly to Aµ, we can introduce another field � which yields the constraint (5.1) as its
algebraic equations of motion, so we consider the Lagrangian

L = �N

c2
⇥
(Dµzi)

⇤ �Dµzi
�
+ �

�
z⇤i z

i � 1
�⇤

. (5.6)

In four dimensions we then need to consider this as an e↵ective theory with a cuto↵ ⇤CP .

The idea is now to treat Aµ as an independent field, so the action as quadratic in the zi,
and then integrate them out as a Gaussian in the path integral. So we write

Z =

Z
DAD�Dz⇤iDzi Exp


�N

c2

Z
d4x

�
z⇤i (�DµD

µ + �) zi � �
��

=

Z
DAD� Exp

"
�N log det
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Z
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. (5.7)
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This yields an e↵ective action for Aµ and �. We first would like to determine the scalar potential
for �, for which we set Aµ = 0, take � to be constant, and go to momentum space

V (�) = �N


� �

c2
+

Z
⇤CP

d4k log

✓
k2 + �

⇤2

CP

◆�
. (5.8)

The expectation value of �, denoted �0, is then determined by the solution to

1

c2
=

Z
⇤CP

d4k
1

k2 + �0
. (5.9)

Then by choosing the coupling constant c su�ciently strong

c > ccrit =

Z
⇤CP

d4k
1

k2

�� 1
2

, (5.10)

we find that �0 > 0. The non-zero vacuum expectation value for � implies that the zi gain a
mass

mz =
p
�0 . (5.11)

However, there will be one combination which will remain massless since it is protected by a
gauge symmetry, this is Aµ. We therefore obtain, at a scale below mz, an e↵ective theory for
Aµ.

The e↵ective action for Aµ can be deduced by expanding (5.7) to second order in Aµ about
the � = �0 background. Performing the expansion then yields an e↵ective action

L = � 1

4g2
Fµ⌫F

µ⌫ , (5.12)

where Fµ⌫ = @[µA⌫], the usual field strength. The key point is that the field Aµ has developed
dynamics in the infrared, it has a kinetic term. It is therefore an example of an emergent
dynamical field. As usual, the expansions of determinants in the path integral, as in (5.7), have
an interpretation as Feynman diagrams. The relevant leading contributions to (5.12) can be
thought of as e↵ective 1-loop diagrams. The result is that the gauge coupling for the emergent
dynamical field takes the form

1

g2
=

N

12⇡2
log

✓
⇤CP

mz

◆
. (5.13)

We see that for large N the emergent gauge field is weakly coupled, justifying the 1-loop type
expansion of the determinant.

The gauge coupling (5.13) almost matches exactly the form of the infrared gauge coupling of
a fundamental U(1) field coupled to N charged scalars of mass mz in the infrared, which would
look like

1

g2
=

1

g2
⇤CP

+
N

12⇡2
log

✓
⇤CP

mz

◆
. (5.14)

The two agree by setting formally g2
⇤CP

! 1. So it behaves as if the kinetic term was generated
purely through integrating out the massive charged fields at 1-loop.
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[D’Adda, Luscher, Di Vecchia ’78]…

Infrared emergent gauge coupling appears purely 1-loop



Emergence proposal in string theory

Proposal: In string theory, all fields are infrared dual to towers of states

[Grimm, EP, Valenzuela ’18][EP ‘19][Hattab, EP, ‘23]

𝐸

KK/String scale

Emergence Scale

Renormalization flow 
to strong coupling

Infrared field

[Hattab, EP, ‘23]

[Lee, Lerche Weigand ‘19]

Infrared 
Dual

𝑚! ∼ 𝑔	𝑀% 

New 
Description



Probe emergence by integrating out in a background field

Simplest model: Euler-Heisenberg Lagrangian
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1
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𝑠
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Im	 cosh 𝑒𝑠𝐹
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4
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Emergence would have the full action coming from the 1-loop term



Vector multiplets sector of type IIA string theory on Calabi-Yau manifolds

Two-derivative Vector multiplets sector controlled by a prepotential 𝐹. :

𝐹. = a	T/ + b	T# + c	T + d +	H
0∈ℕ

	

𝑛0𝑒+#405

Polynomial / Tree-level Exponential / Non-perturbative

For simplicity consider one vector multiplet with scalar component

𝑇 = 𝑡 + 𝑖𝑏

Higher derivative terms correspond to higher genus prepotentials

H
678

	

𝐹6 𝑇 𝑊#6+#𝑅9#



A graviphoton background field calculation can reproduce the non-
perturbative parts of the prepotential from integrating out D2-D0 branes

𝐹&: =
1
𝑔,#

H
6;.

$

𝐹6&: 𝑇 𝑔,𝑊 #6 =	 H
<,	>,	?

	

8
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$ 𝑑𝑠
𝑠

𝑊#

2 sinh 𝑠𝑔,𝑊2
#+#> 𝑒

+,@(5)",$

𝐹&: 𝑇,𝑊 = ℒCDD
EF (𝑇,𝑊)

• 𝛽	is the wrapping number of the D2

• 𝑛	is the D0 charge

• 𝑟 is the genus of the wrapped curve

[Gopakumar, Vafa ’98]



Indeed, the idea of emergence of moduli space was considered already in 
the initial formulation of the distance conjecture. However, it was dismissed 
is because the polynomial piece was not reproduced from integrating out 
the D-branes

[Ooguri, Vafa ’06]

Emergence proposal predicts that the full prepotential should arise from 
integrating out the non-perturbative (dual) tower of states

We propose evidence that the polynomial piece does arise from integrating 
out non-perturbative ultraviolet degrees of freedom



We propose: 𝐹&: 𝑇,𝑊 = ℒCDD
EF (𝑇,𝑊)

𝐹 𝑇,𝑊 = ℒCDD
	 (𝑇,𝑊)

𝜖 = 0

• Integral is UV divergent (doubly) 

• We cannot treat the wrapped branes as particles 𝜖

But how to UV complete the integral?

See also [Blumenhagen, Cribiori, Gligovic, Paraskevopoulou ’23]



Simple example: The resolved conifold (a non-compact setting with a 
single 2-cycle)

The genus-0 prepotential is:

3

k = 0 in the particle picture. So that in both pictures we
are dropping the ultraviolet physics.

The question of how to recover the tree-level polyno-
mial piece F0|

Poly becomes clearer: if it can be recovered,
it must be associated to the ultraviolet physics, the ✏ = 0
pole in the Schwinger integral, or the dual (unwrapped)
k = 0 membrane. But this is precisely the physics over
which we have no control, and no particle description.

III. A PARTICLE APPROACH TO THE
RESOLVED CONIFOLD

In [17] a calculation was presented of integrating out
wrapped D2-D0 states for type IIA string theory on the
resolved conifold. The resolved conifold has a single
(compact) 2-cycle, parameterised by T . The prepoten-
tial for this setting was proposed in [37] to read

F0 = �
(2⇡i)3

12

"
iT 3 +

3

2
(1 + 4m)T 2

�
i

2
T

#

�⇣(3) + Li3
�
e�2⇡T

�
, (6)

where m is an arbitrary integer.
The resolved conifold has a particularly simple spec-

trum of BPS states consisting of a single D2 brane and
its D0 bound states. It is a very simple example that will
serve to guide us throughout this investigation.

The field-theory (2) and particle integrals (4) for the
spectrum of states of the resolved conifold are

X

n2Z

Z 1

✏

ds

s3
e�s2⇡(T+in) =

X

k�1

1

k3
e�2⇡kT = Li3

�
e�2⇡T

�
.

(7)
As expected, the expressions (7) reproduce the exponen-
tial terms in the prepotential.

The question of interest for us in this note is whether
there is an integrating out calculation that can also re-
produce the polynomial piece in the prepotential (6). In
[17] such a calculation was performed, which reproduced
the cubic piece in T , though not the linear and quadratic
ones. We will take a di↵erent approach to the calcula-
tion, but it could be that there are relations between the
approaches.

Our starting point is to just go ahead and try to re-
cover the tree-level prepotential from a standard particle
Schwinger integral, but now with ✏ = 0. We proceed by
performing the Poisson resummation first. One can con-
sider the Schwinger integral (2) after the sum over n and
with ✏ = 0,

X

k

Z 1

0

ds

s3
� (s� k) e�2⇡sT . (8)

Our claim is that the polynomial piece is somehow asso-
ciated with the pole at s = 0, so that (8) captures the

full F0. We can note that the T 3 part of the polynomial
piece is independent of this pole, so we can write

@3

@T 3
F0 = � (2⇡)3

X

k
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0
ds � (s� k) e�2⇡sT (9)
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2
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X

k
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✏
ds � (s� k) e�2⇡sT .

The first term indeed reproduces the correct T 3 depen-
dence in the prepotential, as in (6), and the second term
is just the contribution from the instantons.
So it seems that a naive particle picture approach can

reproduce at least the T 3 piece. However, we know
that in doing this we utilized the Schwinger integral in
a regime where it is not trustable, at s = 0. The reason
that it worked nonetheless is discussed in section IVC.

IV. AN ULTRAVIOLET-MODIFIED
SCHWINGER INTEGRAL

On the one hand, it seems that some of the polynomial
physics of the prepotential is indeed captured by the pole
of the Schwinger integral at s = 0. On the other hand, we
know that the physics must be modified in that region,
and that the particle pictures of the Schwinger integral is
not trustable. We therefore propose that some ultraviolet
modification of the Schwinger integral does capture the
appropriate ultraviolet physics.
To guide us towards such a modification we note that

the physics we are after is associated to a pole, and such
poles arise most naturally in complex integration. We
therefore propose that the Schwinger integral should be
analytically continued with a complex time parameter z.
We take

s ! z , (10)

and we integrate around a contour surrounding the origin
of the complex plane C0. So we first rewrite the k = 0
part of the particle integral as
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2⇡iz
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However, we know that we must also appropriately mod-
ify the integral around the z = 0 region. This modifica-
tion captures the ultraviolet physics, and we consider it
in two di↵erent settings below.

A. The resolved conifold

In the case of the resolved conifold the appropriate
modification around z = 0 for the Schwinger integral is
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The instanton contributions are recovered as usual:
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[Gopakumar, Vafa ’98]



It is possible to repackage the instanton integral into a contour integral 
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This can be thought of as an analytic continuation of the Schwinger proper 
time
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are dropping the ultraviolet physics.
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Poly becomes clearer: if it can be recovered,
it must be associated to the ultraviolet physics, the ✏ = 0
pole in the Schwinger integral, or the dual (unwrapped)
k = 0 membrane. But this is precisely the physics over
which we have no control, and no particle description.

III. A PARTICLE APPROACH TO THE
RESOLVED CONIFOLD

In [17] a calculation was presented of integrating out
wrapped D2-D0 states for type IIA string theory on the
resolved conifold. The resolved conifold has a single
(compact) 2-cycle, parameterised by T . The prepoten-
tial for this setting was proposed in [37] to read

F0 = �
(2⇡i)3

12

"
iT 3 +

3

2
(1 + 4m)T 2

�
i

2
T

#

�⇣(3) + Li3
�
e�2⇡T

�
, (6)

where m is an arbitrary integer.
The resolved conifold has a particularly simple spec-

trum of BPS states consisting of a single D2 brane and
its D0 bound states. It is a very simple example that will
serve to guide us throughout this investigation.

The field-theory (2) and particle integrals (4) for the
spectrum of states of the resolved conifold are

X

n2Z

Z 1

✏

ds

s3
e�s2⇡(T+in) =

X

k�1

1

k3
e�2⇡kT = Li3

�
e�2⇡T

�
.

(7)
As expected, the expressions (7) reproduce the exponen-
tial terms in the prepotential.

The question of interest for us in this note is whether
there is an integrating out calculation that can also re-
produce the polynomial piece in the prepotential (6). In
[17] such a calculation was performed, which reproduced
the cubic piece in T , though not the linear and quadratic
ones. We will take a di↵erent approach to the calcula-
tion, but it could be that there are relations between the
approaches.

Our starting point is to just go ahead and try to re-
cover the tree-level prepotential from a standard particle
Schwinger integral, but now with ✏ = 0. We proceed by
performing the Poisson resummation first. One can con-
sider the Schwinger integral (2) after the sum over n and
with ✏ = 0,

X

k

Z 1

0

ds

s3
� (s� k) e�2⇡sT . (8)

Our claim is that the polynomial piece is somehow asso-
ciated with the pole at s = 0, so that (8) captures the

full F0. We can note that the T 3 part of the polynomial
piece is independent of this pole, so we can write

@3

@T 3
F0 = � (2⇡)3

X

k

Z 1

0
ds � (s� k) e�2⇡sT (9)

= �
(2⇡)3

2
� (2⇡)3

X

k

Z 1

✏
ds � (s� k) e�2⇡sT .

The first term indeed reproduces the correct T 3 depen-
dence in the prepotential, as in (6), and the second term
is just the contribution from the instantons.
So it seems that a naive particle picture approach can

reproduce at least the T 3 piece. However, we know
that in doing this we utilized the Schwinger integral in
a regime where it is not trustable, at s = 0. The reason
that it worked nonetheless is discussed in section IVC.

IV. AN ULTRAVIOLET-MODIFIED
SCHWINGER INTEGRAL

On the one hand, it seems that some of the polynomial
physics of the prepotential is indeed captured by the pole
of the Schwinger integral at s = 0. On the other hand, we
know that the physics must be modified in that region,
and that the particle pictures of the Schwinger integral is
not trustable. We therefore propose that some ultraviolet
modification of the Schwinger integral does capture the
appropriate ultraviolet physics.
To guide us towards such a modification we note that

the physics we are after is associated to a pole, and such
poles arise most naturally in complex integration. We
therefore propose that the Schwinger integral should be
analytically continued with a complex time parameter z.
We take

s ! z , (10)

and we integrate around a contour surrounding the origin
of the complex plane C0. So we first rewrite the k = 0
part of the particle integral as

Z 1

0

ds

s3
� (s) e�2⇡sT

!
1

2

I

C0

dz

z3
1

2⇡iz
e�2⇡zT . (11)

However, we know that we must also appropriately mod-
ify the integral around the z = 0 region. This modifica-
tion captures the ultraviolet physics, and we consider it
in two di↵erent settings below.

A. The resolved conifold

In the case of the resolved conifold the appropriate
modification around z = 0 for the Schwinger integral is

F0 (T )|
Poly
m=0 =

1

2

I
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1� e�2⇡iz
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Our interpretation is that indeed the full prepotential arises from integrating 
out the states

It is now possible to evaluate the ultraviolet pole at the origin

𝑠



Can we see integrating out the ultraviolet more directly?

Would need to resolve the wrapped branes into constituents

Can be done by switching an expansion in 𝑔, for one in 

ℏ =
2𝜋 #𝑖
𝑔, [Marino, Putrov ‘11]

Leads to a Fermi-Gas picture of certain type IIA backgrounds

𝜖 𝜖



The prototypical example is the Blown-up Conifold : A non-compact cone 
over a base 𝐵 = ℂℙ8× ℂℙ8 

(Geometric dual to ABJM on 𝑆/)

Known that the exact all-genus, fully non-perturbative, prepotential can be 
matched onto the Grand Canonical potential (associated to a single-particle 
Hamiltonian) of a free Fermi-Gas of a one-dimensional Fermion in an 
external potential: 

𝐹 𝑇, 𝑔, = 𝐽 𝜇, ℏ 𝑇 =
4𝜋𝜇
ℏ

− 𝜋𝑖
[Marino, Putrov ‘11]

This includes the tree-level polynomial parts of the prepotential



Our proposal is that this should be understood as an integrating out calculation, 
just like Gopakumar-Vafa

Simple toy model of a two-dimensional Fermion (second quantized) field (in 
𝑆8×ℝ) over all points in four-dimensional spacetime

However, to see the relation between the map and integrating out let us consider a

simpler theory of a free Fermion with no potential and canonical kinetic terms.

We consider a Fermion in six (Euclidean) dimensions with Euclidean action

S
(6)
 

=

Z
d
4
xd

2
yL

(2)
 

. (3.1)

The two dimensions are topologically a circle, with coordinate ⌧ , times a line, with

coordinate q, so d
2
y = d⌧dq. The two dimensional Euclidean Lagrangian density is10

L
(2)
 

=  ̄x(y)i /DE x(y) +m  ̄x(y) x(y) . (3.2)

Here m is the mass of the Fermion. The two-dimensional Lagrangian involves two-

dimensional fermions and only kinetic terms along the two dimensions. The subscript

x on  x is to remind us that there is a field at every point in the x directions, but

since there are no kinetic terms along those directions we just have a copy of the

system at each point in x.

The gauge covariant derivative couples the fermions to a non-propagating back-

ground gauge field, and we give it a background along the ⌧ direction which is

constant along the y directions but can vary over the x directions: A⌧ = µ(x), so

that we can write the Lagrangian as

L
(2)
 

=  ̄x(y)i/@E x(y)� µ (x) j0 +m  ̄x(y) x(y) , (3.3)

with j0 =  ̄x�
0
 x. So this system describes a two-dimensional theory of a Fermion,

coupled to a background gauge field, at each point in the four-dimensional spacetime.

Now we wish to integrate out the two dimensional system, to arrive at an e↵ective

four-dimensional action for µ(x). We can write the partition function

Z =

Z
Di 

†
D e

�S
(6)
 . (3.4)

Performing the integrating out calculation is standard, see for example [52]. Let us

define the partition function at each point x as Zx such that Z =
Q

x
Zx. Then we

have for this partition function

Zx =

Z

anti-period
Di 

†
xD x exp

Z 1

0
d⌧

Z
dq  ̄x

✓
��

0 @

@⌧
+ i�

1
@q �m+ µ�

0

◆
 x

�
.

(3.5)

10
The Euclidean derivative is defined such that i/@E = �0@⌧ � i�1@q.
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Integrating out the Fermion gives an effective action for the chemical potential

* Up to some irrelevant contributions due to toy model

ℒGHH(𝜇) = 𝐽(𝜇)



We can understand this as a toy model for the integrating out calculation 
performed in a finite graviphoton background

Gopakumar-Vafa: 𝑔, → ∞ 𝑊 → 0 𝑔,𝑊 → 0

Here: 𝑔, → ∞ 𝑊 → 1 𝑔,𝑊 → ∞

We can replace 𝑔,𝑊 → 𝑔,	 and recover the sought-after relation:

𝐹 𝑇, 𝑔, 	= 𝐽 𝑇, 𝑔, = ℒCDD 𝑇, 𝑔,

Therefore, the full prepotential is understood as arising from integrating out 
the Fermi gas and the D2-D0 states are solitonic contributions in this picture



Can this work for compact models with dynamical gravity?

Consider an elliptic fibration over a reflexive Toric base 

𝜈!

𝑇!

Fermi gas Hamiltonian:

There is a regime of the chemical potential where there exists a perturbative

expansion of the Grand Canonical potential. That is the case when the minimal

energy eigenstate is above the chemical potential

✏min > µ . (2.5)

In this case we can expand

J(µ) = �

X

l�1

Tr
h
e
�lH

i (�1)lelµ

l
. (2.6)

In this expansion we can think of l as counting the winding along the Euclidean time

direction. The Fugacity is given by the expansion parameter eµ.

2.2 Hamiltonians for Calabi-Yau cones

In the Fermi gas picture, to calculate J(µ) we need to perform the integral (2.3).

We will primarily be interested in the classical approximation for n(E). The Hamil-

tonian is a one-particle Hamiltonian in two-dimensions, so we have one momentum

coordinate p and one position coordinate q. So that once it is specified, the classical

n(E) is determined by the area

n(E) =

Z

H(q,p)E

dqdp

2⇡~ . (2.7)

Here ~ is the Planck constant of the Fermi gas theory, so that we are calculating an

area in Planck units.

All that remains is to specify the Hamiltonian H. For a general toric base, this

is given by [39,45]

e
H =

k+2X

a=1

Exp [⌫a1q + ⌫
a

2p+ f
a] . (2.8)

In the context of topological strings, this is known as the Spectral Curve. Here the

f
a are constants, and will not be important for our purposes. The two constants ⌫a1

and ⌫
a

2 should be thought of as composing a set of two-dimensional vectors

⌫
a = (⌫a1 , ⌫

a

2 ) . (2.9)

The range of the index a is determined by the integer k. The vectors ⌫a are nothing

but the vectors of the toric fan for the base B. For example, for the case B = P2,

7

Reproduces the cubic coefficient for the fibre modulus 𝑇I  via the map 

( Based on the non-compact cone setting      ) [Grassi, Hatsuda, Marino,  ‘11]

𝐹 𝑇I JKLMJ 	= 𝐽 𝜇 JKLMJ𝑇I =
2𝜋𝜇
ℏ

+	…	



More generally, we propose that for any compact one-parameter CY we 
identify the period with the classical Grand Canonical potential of the UV

Canonical potential also shows that the chemical potential µ must be mapped to a

global coordinate on the moduli space, since it exists in all regimes. Global pictures

of the moduli space are best understood in the mirror type IIB setting, where the

complex-structure moduli space is fully understood. In this setting, we should really

identify µ with the parameters which appear in the definition of the Calabi-Yau as

a hypersurface.

We can consider, for example, the one-parameter model studied in [34, 57–59].

The Calabi-Yau is given by the equations

x
3
1

3
+

x
3
2

3
+

x
3
3

3
+  x1x2x3 = 0 ,

x
3
4

3
+

x
3
5

3
+

x
3
6

3
+  x4x5x6 = 0 , (4.25)

where the xi are homogeneous coordinates in P5. The complex structure moduli

space is spanned by the single (global) complex parameter  . The identification we

propose with the chemical potential is then

µ = 2 log (3 ) , (4.26)

which spans all the di↵erent regions in moduli space. The Mellin-Barnes integral rep-

resentation for the period ⇧0 ( ) is then identified with the classical Grand Canonical

potential, yielding a representation
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2⇡i
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. (4.27)

The contour, as usual, needs to be chosen according to the value of µ. For µ > 2 log 3

we should include the negative integer poles and the origin, while for µ < 2 log 3

we should include the strictly positive poles. The value ✏min = 2 log 3 should be

interpreted as the energy of the minimal energy eigenstate of the system ✏min.

Note that the constant r in (4.4) is fixed by (4.26) to r = 3, since we have at

large complex-structure/volume

TB = 6 log (3 ) = 3µ . (4.28)

The exact coe�cient in (4.26) is fixed by demanding periodicity of J(µ) under µ !

µ+ 2⇡i. In particular, the poles at z = 1
3 + p, with p any positive integer, only lead
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µ+ 2⇡i. In particular, the poles at z = 1
3 + p, with p any positive integer, only lead

23

to periodic terms for r = 3.16

While the classical map (4.26) is exact, as discussed in section 4.1, it implies only

a leading-order full quantum map, which in this case is therefore

TB =
6⇡µ

~ + ... . (4.29)

To summarise, we have proposed a Grand Canonical potential (4.27), and a

leading-order quantum map (4.29), for this example compact Calabi-Yau. But the

procedure is completely general: the Grand Canonical potential is identified with

the period, and the classical map between the chemical potential and the complex-

structure parameter is determined by demanding periodicity of the Grand Canonical

potential under µ ! µ + 2⇡i. Then the leading-order quantum map is determined

from the classical map.

The interpretation of this is that we should understand the cubic term as arising

from integrating out some ultraviolet degrees of freedom with an associated Grand

Canonical potential J(µ). Those degrees of freedom need not be described by a free

Fermi gas, indeed we did not specify any Hamiltonian but only a Grand Canonical

potential. In this sense, our analysis in this section is more general than the elliptic

fibrations one in section 4.3, but is less explicit in identifying the ultraviolet degrees

of freedom. It would be interesting to understand if it is possible to determine a

Hamiltonian for the ultraviolet degrees of freedom starting from the period Mellin-

Barnes representation.

5 Summary and discussion on Swampland towers

In this paper we studied the Emergence Proposal in the context of type II string

theory compactified on Calabi-Yau manifolds. The key question is regarding whether

the prepotential arises from integrating out ultraviolet states. It has long been

known that the exponential terms, the worldsheet instanton contributions, can be

understood as arising from integrating out D2-D0 branes [37,38]. More recently, the

work in [34] proposed that the tree-level cubic part of the prepotential arises from

integrating out point-like ultraviolet degrees of freedom. The D2-D0 states would

then be understood as made from these constituent degrees of freedom, of which

there are only a few. In this paper we presented further evidence for this picture,

with concrete models of these ultraviolet degrees of freedom.

The work was motivated by the results of [39,45], which showed that topological

strings on certain non-compact Calabi-Yau cones can be understood in terms of Fermi

gases. While in those works the map to Fermi gases was somewhat formal, forming a

16
The factor of 3 can also been seen as the Z3 orbifold on the moduli space.
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We can then understand this as an effective action for 𝜇 coming from 
integrating out the UV (a la Schwinger). This is then related to the effective 
action for the Kahler modulus through a leading quantum map:

is known for the base modulus TB. However, there is a weaker result, that we term

a ‘classical’ map, which we can utilise to obtain an approximate quantum map that

will be su�cient for our purposes.

For the non-compact cones, there is an exact map between the leading classical

piece of the Grand Canonical potential J0(µ) and the genus-zero prepotential that

goes through the associated period ⇧0(TB) as [45, 47]

J0(µ) = ⇧0(TB) = 2F0 (TB)� TB

@F0 (TB)

@TB

. (4.1)

This holds under an analytic continuation of µ, as in (2.12), and an identification

UB = rµ , (4.2)

with UB being the mirror (complex-structure) modulus to TB. The integer r is

associated to the embedding of B in the Calabi-Yau cone and is given for di↵erent

cases in [45]. The relation between UB and TB is in general complicated, given by

the mirror map, but at leading order in large volume is

TB = UB +O
�
e
�UB

�
. (4.3)

We call the relations (4.1) and (4.3) (or more precisely (4.2)), the classical map.

We are primarily concerned with the leading cubic term in the genus-zero prepo-

tential. We note that for that term, the map (4.1) and (4.3) implies the relation

TB = rµ , J0(µ)|cubic = � F0 (TB)|cubic . (4.4)

This looks like a piece of a more general relation similar to the one for the blown-up

conifold (2.11). We therefore propose that such a map also exists for the global

modulus TB,

J (µ) = F (TB) , (4.5)

with an identification that at large base volume, TB ! 1, takes the leading form

TB =

✓
2⇡

~

◆
rµ+ ... . (4.6)

The proposed leading order behaviour of the quantum map (4.6) reproduces the

correct cubic term as in (4.4). It also matches at leading order the exact map in

the local modulus T for the blown-up conifold (2.12) (which has r = 2), under the

identification TB = T , which is correct given that the volumes of the two P1’s are

set equal and so determine directly the volume of the full base B.

Further strong evidence for the proposed procedure in going from the classical

16



Summary
• Argued that tree-level kinetic terms in type IIA string theory, determined by 

the cubic prepotential, should be thought of as emergent from integrating 
out non-perturbative states

• Proposed to UV complete the Schwinger integral by analytic continuation

• More microscopic understanding through strong-coupling Fermi-gas 
picture: the prepotential is determined by the effective action after 
integrating out a (second-quantized) two-dimensional free Fermion

• Began applying these ideas to compact cases with dynamical gravity

• Many open questions remain about realizing in all string theory settings



Thank You
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Proposal formulated following a series of investigations

• Toy model calculation suggests Swampland conjectures are imposing 
unification at the Species scale (weak emergence)

• Proposal that type IIB complex-structure moduli space arises fully 
from integrating out wrapped D3 branes: So, emergence is an exact 
Infrared Duality (strong emergence)

[Heidenreich, Reece, Rudelius ’17; Grimm, EP, Valenzuela ’18; Heidenreich, Reece, Rudelius ’18]
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[Basile, Blumenhagen, Calderón-Infante, Castellano, Cribiori, Corvilian, Cota, Delgado, EP, Grimm, Gligovic, 
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• Factorisation in AdS/CFT suggests gauge fields are emergent from 
charged states at high energies 
[Harlow ’16]

[EP ’19]



Can this work for compact models with dynamical gravity?

For non-compact cones of reflexive Toric surfaces, a Fermi gas Hamiltonian 
matches the classical part of the Grand canonical potential with the period
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Here 𝑇I  is the Kahler modulus associated to the whole base 𝐵, and at large 
volume the (classical) map is 

[Grassi, Hatsuda, Marino,  ‘11]

is known for the base modulus TB. However, there is a weaker result, that we term

a ‘classical’ map, which we can utilise to obtain an approximate quantum map that

will be su�cient for our purposes.

For the non-compact cones, there is an exact map between the leading classical

piece of the Grand Canonical potential J0(µ) and the genus-zero prepotential that

goes through the associated period ⇧0(TB) as [45, 47]

J0(µ) = ⇧0(TB) = 2F0 (TB)� TB

@F0 (TB)

@TB

. (4.1)

This holds under an analytic continuation of µ, as in (2.12), and an identification

UB = rµ , (4.2)

with UB being the mirror (complex-structure) modulus to TB. The integer r is

associated to the embedding of B in the Calabi-Yau cone and is given for di↵erent

cases in [45]. The relation between UB and TB is in general complicated, given by

the mirror map, but at leading order in large volume is

TB = UB +O
�
e
�UB

�
. (4.3)

We call the relations (4.1) and (4.3) (or more precisely (4.2)), the classical map.

We are primarily concerned with the leading cubic term in the genus-zero prepo-

tential. We note that for that term, the map (4.1) and (4.3) implies the relation

TB = rµ , J0(µ)|cubic = � F0 (TB)|cubic . (4.4)

This looks like a piece of a more general relation similar to the one for the blown-up

conifold (2.11). We therefore propose that such a map also exists for the global

modulus TB,

J (µ) = F (TB) , (4.5)

with an identification that at large base volume, TB ! 1, takes the leading form

TB =

✓
2⇡

~

◆
rµ+ ... . (4.6)

The proposed leading order behaviour of the quantum map (4.6) reproduces the

correct cubic term as in (4.4). It also matches at leading order the exact map in

the local modulus T for the blown-up conifold (2.12) (which has r = 2), under the

identification TB = T , which is correct given that the volumes of the two P1’s are

set equal and so determine directly the volume of the full base B.

Further strong evidence for the proposed procedure in going from the classical

16

is known for the base modulus TB. However, there is a weaker result, that we term

a ‘classical’ map, which we can utilise to obtain an approximate quantum map that

will be su�cient for our purposes.

For the non-compact cones, there is an exact map between the leading classical

piece of the Grand Canonical potential J0(µ) and the genus-zero prepotential that

goes through the associated period ⇧0(TB) as [45, 47]

J0(µ) = ⇧0(TB) = 2F0 (TB)� TB

@F0 (TB)

@TB

. (4.1)

This holds under an analytic continuation of µ, as in (2.12), and an identification

UB = rµ , (4.2)

with UB being the mirror (complex-structure) modulus to TB. The integer r is

associated to the embedding of B in the Calabi-Yau cone and is given for di↵erent

cases in [45]. The relation between UB and TB is in general complicated, given by

the mirror map, but at leading order in large volume is

TB = UB +O
�
e
�UB

�
. (4.3)

We call the relations (4.1) and (4.3) (or more precisely (4.2)), the classical map.

We are primarily concerned with the leading cubic term in the genus-zero prepo-

tential. We note that for that term, the map (4.1) and (4.3) implies the relation

TB = rµ , J0(µ)|cubic = � F0 (TB)|cubic . (4.4)

This looks like a piece of a more general relation similar to the one for the blown-up

conifold (2.11). We therefore propose that such a map also exists for the global

modulus TB,

J (µ) = F (TB) , (4.5)

with an identification that at large base volume, TB ! 1, takes the leading form

TB =

✓
2⇡

~

◆
rµ+ ... . (4.6)

The proposed leading order behaviour of the quantum map (4.6) reproduces the

correct cubic term as in (4.4). It also matches at leading order the exact map in

the local modulus T for the blown-up conifold (2.12) (which has r = 2), under the

identification TB = T , which is correct given that the volumes of the two P1’s are

set equal and so determine directly the volume of the full base B.

Further strong evidence for the proposed procedure in going from the classical

16

Here 𝑟 is a determined constant related to the choice of base



We propose that this is part of a full (quantum) map which relates the 
prepotential to the Grand Canonical potential
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This leading behaviour reproduces the cubic term in the prepotential from 
integrating out the Fermi gas also in such cases

In the Fermi model, the cubic coefficient in the 
prepotential is calculated as the area of the toric 
diagram of the base

Figure 1: Figure showing the toric fan and dual polygon for B = P2. The vectors of
the fan are given in (2.10). For each vector, the dual area is the set of points satisfying
hu, ⌫

a
i � �1, which are illustrated by the same colour line and the hatching denoting

the direction of the points satisfying the inequality. The overlap of the area for all
the vectors is the area of the (dual) polygon. In this case, being 9

2 .

Nonetheless, we propose that, at least in some cases, the high energy states of this

Fermionic system do behave like a free Fermi gas.

In this picture, we should be able to recover the cubic term in the prepotential

as long as it is given by high energy modes. The cubic piece comes from the integral

(2.3). More specifically, it comes from the integration range

J (µ)|cubic ⇢

Z
µ

✏min

n(E)

eE�µ + 1
dE . (4.18)

The integration range for energies E > µ always lead to terms with a factor expo-

nential in the chemical potential. The simplest way to see this is to consider the case

where µ < ✏min so that this integration regime is absent. In that case, we have the

Fugacity expansion (2.6), which only has terms exponential in µ. Physically, this is

the orbifold regime, for which the cubic term is absent.

From (4.18) we see that the cubic term arises from high-energy modes in the large

chemical potential limit µ ! 1. This is precisely what we call infinite distances in

field space. So approaching such infinite distances, we can recover the cubic term

as emergent from the high-energy behaviour of the Fermi system, which we propose

can sometimes be described as a free Fermi gas.

The cases of compact models we would like to consider are elliptic fibrations over

(reflexive) toric bases. So we just replace the cone over B with a compact elliptic

fibration. We refer to [54], for example, for details of such constructions. In these

constructions, TB is still the Kahler modulus associated to the base of the fibration.

Our proposal is that in the large distance limit TB ! 1, there is a free Fermi gas

19

𝐵 = ℂℙ#



Instead of a non-compact cone over base 𝐵 we can consider a compact 
elliptic fibration over it

The Fermi model, and the map, stay the same (𝑟 = 1)

Turns out that also in this case the cubic coefficient is given by the area of 
the base toric diagram, and therefore the Fermi model gives the correct 
answer

description (of the high-energy modes only) which yields the cubic term in TB.

The Fermi gas model we propose is simply the same model as (2.8), with the

vectors ⌫
a being those of the toric fan of the base B of the fibration. The relation

between TB and µ is the same as in (4.4) or (4.6), with r = 1.

To see that this model yields the correct triple intersection number, we first use

the geometric relation (see, for example [54])

(JB)
3 = (c1(B))2 . (4.19)

Here J
3
B

is the triple intersection of the Kahler form associated to TB, and c1(B)

is the first Chern class of the base.14 We therefore have for the triple intersection

number

B = (c1(B))2 . (4.20)

Next we note that c1(B)2 indeed computes (twice) the area of the dual polygon

of the toric base B. Given a lattice M, a lattice polytope � is a polytope in M⌦ R

with vertices in M. A reflexive polytope is a convex lattice polytope � with only the

origin in its interior, such that its dual �⇤ defined through (4.16) is also a lattice

polytope. For two-dimensional reflexive polygons, we have the following identity:

c1(B)2 = 12�#(@� \M) , (4.21)

with # (@� \M) the number of lattice points on the perimeter of �, the polygon

encoded by the vectors that we introduced in (2.9) for the base B. Let N be the dual

lattice of M, then all reflexive polygons satisfy the following relation (twelve-point

theorem [55]):

# (@� \M) +#(@�⇤
\N) = 12 . (4.22)

But by triangulation of �⇤ we can associate each lattice point on its boundary with

a 2-simplex of area 1/2 inside it. We therefore recover

B = 2AB , (4.23)

as predicted by the Fermi model (4.17). This holds for any reflexive toric base B.

We have therefore presented evidence that at least the cubic term in the pre-

potential can be understood as emergent from a free Fermi gas description also in

compact models. We do not expect the exponential terms in the prepotential to

be captured by this model, because they are not determined purely by high energy

modes. In other words, the Fermi gas description is only valid for the high energy

14
The relation (4.19) should be understood as integrating the six-form on the left over the whole

Calabi-Yau, and the four-form on the right over the bases B.
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Figure 1: Figure showing the toric fan and dual polygon for B = P2. The vectors of
the fan are given in (2.10). For each vector, the dual area is the set of points satisfying
hu, ⌫
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i � �1, which are illustrated by the same colour line and the hatching denoting

the direction of the points satisfying the inequality. The overlap of the area for all
the vectors is the area of the (dual) polygon. In this case, being 9
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Fermionic system do behave like a free Fermi gas.
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as long as it is given by high energy modes. The cubic piece comes from the integral
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The integration range for energies E > µ always lead to terms with a factor expo-

nential in the chemical potential. The simplest way to see this is to consider the case

where µ < ✏min so that this integration regime is absent. In that case, we have the

Fugacity expansion (2.6), which only has terms exponential in µ. Physically, this is

the orbifold regime, for which the cubic term is absent.

From (4.18) we see that the cubic term arises from high-energy modes in the large

chemical potential limit µ ! 1. This is precisely what we call infinite distances in

field space. So approaching such infinite distances, we can recover the cubic term

as emergent from the high-energy behaviour of the Fermi system, which we propose

can sometimes be described as a free Fermi gas.

The cases of compact models we would like to consider are elliptic fibrations over

(reflexive) toric bases. So we just replace the cone over B with a compact elliptic

fibration. We refer to [54], for example, for details of such constructions. In these

constructions, TB is still the Kahler modulus associated to the base of the fibration.

Our proposal is that in the large distance limit TB ! 1, there is a free Fermi gas
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A graviphoton background field calculation can reproduce the non-
perturbative parts of the prepotential from integrating out D2-D0 branes

𝐹&: =
1
𝑔,#

H
6;.

$
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<,	6,	?
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𝑠

𝑊#
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𝐹&: 𝑇,𝑊 = ℒCDD
EF (𝑇,𝑊)• 𝛽	is the wrapping number of the D2

• 𝑛	is the D0 charge

• 𝑔 is the genus of the wrapped curve

𝑆CDD
EF = −i8𝑑N𝑥	𝑑N𝜃	𝐹&: 𝑻,𝑾Capturing a full calculation in superspace:

[Gopakumar, Vafa ’98]

[Dedushenko, Witten ‘14]


